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Traditional Machine Learning Algorithms

• Support Vector Machines (SVM)


• Random Forest


• K-Nearest Neighbors


• Decision Tree




Classification

Testing 
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How to evaluate the performance of trained model?



Classification Results
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• True Positive (TP)

‣ The number of spams that are classified 

as spams


• False Positive (FP)

‣ The number of non-spams that are 

classified as spams


• False Negative (FN)

‣ The number of spams that are classified 

as non-spams


• True Negative (TN)

‣ The number of non-spams that are 

classified as non-spams




Performance Metrics
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• Four Metrics

‣ Accuracy =


‣ Precision =


‣ Recall  = 


‣ F1 Score = 


TP + TN
TP + TN + FP + FN

TP
TP + FP

TP
TP + FN

2 *
Precision * Recall
Precision + Recall

The percentage of the real spams in the classified spams

The percentage of the truly classified spams in the real spams

The percentage of the correctly classified spams 
and non-spams in the dataset



An Example
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• 100 Tweets: 40 spams and 60 non-spams

‣ After classification: 45 spams =35 real spam + 10 non-spams, 55 non-

spams = 50 non-spams + 5 spams

45 Spams: 

35 real spams and 10 non-spam

55 non-spams: 

50 non-spams and 5 spams



An Example
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• 100 Tweets: 40 spams and 60 non-spams

‣ After classification: 45 spams =35 real spam + 10 non-spams, 55 non-

spams = 50 non-spams + 5 spams

45 Spams: 

35 real spams and 10 non-spam

55 non-spams: 

50 non-spams and 5 spams

True Positive (TP) False Positive (FP) False Negative (FN)True Negative (TN)



An Example
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• 100 Tweets: 40 spams and 60 non-spams

‣ After classification: 45 spams =35 real spam + 10 non-spams, 55 non-

spams = 50 non-spams + 5 spams

45 Spams: 

35 real spams and 10 non-spam

55 non-spams: 

50 non-spams and 5 spams

True Positive (TP) False Positive (FP) False Negative (FN)True Negative (TN)

Accuracy =                                                     
TP + TN

TP + TN + FP + FN
=

35 + 50
35 + 10 + 50 + 5

= 85 %

Precision =
TP

TP + FP
=

35
35 + 10

= 77.777 %

Recall =
TP

TP + FN
=

35
35 + 5

= 87.5 %

F1 Score = 2 *
77.77% * 87.5 %
77.77% + 87.5 %

= 82.34 %



Prediction
• How to validate the correctness of your classification


On testing data directly?
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In real world, no ground observation for comparison!

• The strategy is to label a large dataset

Partition the labeled ground truth as training + testing



5-fold Cross-Validation
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Decision Tree 
• What is the simplest tree?



A Simple Decision Tree

(22+, 18−)
correct wrong



Recursive step 



Second Level of a Decision Tree



A Full Decision Tree 


 



Decision Tree
• Many trees can represent the same concept 

Is there a better method?



Entropy



Entropy



Entropy Example



Conditional entropy 




Information Gain  




Decision Tree



Gain(income) = 0.029 bits


Gain(student) = 0.151 bits


Gain(credit rating) = 0.048 bits 


Decision Tree



Decision Tree



Random Forest

All data

Subset Subset Subset



Scikit-learn Implementation



• Model
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Data

Training
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• Clustering Tweets

Tweet dataset Preprocess Cluster Display

Step 0 Step 1 Step 2

display.pyprocess.py cluster.py

Step 3

Label

Step 4

Data
2021-05-01

tweet01

tweet02

tweet03

Tmp
2021-05-01

tmp01

tmp02

tmp03

Tmp
2021-05-01

cluster

Cluster

2021-05-01

tweets.txt
non-

cluster

Label

2021-05-01

labeled.txt

Hands-on 



• Feature extraction

Tweet dataset Preprocess Feature

Step 0 Step 1 Step 5

process.py feature.py

Data
2021-05-01

tweet01

tweet02

tweet03

Tmp
2021-05-01

tmp01

tmp02

tmp03

Tmp
2021-05-01

feature

Hands-on 



Hands-on 
• Feature extraction

Tmp
2021-05-01

feature

Train

Step 6

train.py

Tmp
model

Test

Step 7

test.py

Tmp
all

result

Label

2021-05-01

labeled.txt


